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- Bayes Linear Approach to Emulation.
- Searching for ‘acceptable’ inputs...
- Bayes Linear Implausibility Measures.
- History Matching: Learning about ‘acceptable’ inputs via Implausibility.
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- An alternative to fully probabilistic Bayesian Statistics.
- Has the same Bayesian form: we update our prior beliefs in the light of new data.
- Instead of dealing with probabilities, we deal with expectations and variances: $\mathbb{E}(X)$ and $\text{Var}(X)$.
- In fact, following de Finetti we treat expectation as the primitive quantity in the analysis.
- Probabilities can be obtained by examining the expectation of indicator functions.
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- We replace Bayes Theorem with the Bayes Linear Update.
- Say we are interested in a vector of random quantities $B$, and we are going to measure some related vector of quantities $D$.
- We specify the prior $E[B], E[D], \text{Var}(B), \text{Var}(D), \text{Cov}(B, D)$ and we can now update our beliefs about $E(B)$ after measuring $D$:
  \[
  E_D[B] = E[B] + \text{Cov}(B, D)\text{Var}(D)^{-1}(D - E[D]), \\
  \text{Var}_D[B] = \text{Var}(B) - \text{Cov}(B, D)\text{Var}(D)^{-1}\text{Cov}(D, B)
  \]
- $E_D[B], \text{Var}_D[B]$ are the expectation and variance for $B$ adjusted by $D$.
- Bayes linear adjustment may be viewed as:
  [1] an approximation to a full probabilistic Bayesian analysis;
  [2] the “appropriate” analysis given a partial specification based on expectation (with methodology for modelling, interpretation and diagnostic analysis).
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• For each output $i$, we identify a subset of Active inputs $x_A$, then emulate with:

$$f_i(x) = \sum_j \beta_{ij} g_{ij}(x^A) + u_i(x^A) + \delta_i(x)$$
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• $u(x^A)$ is a random process with expectation zero and covariance structure:

$$\text{Cov}(u_i(x_1^A), u_i(x_2^A)) = \sigma_i^2 \exp[-\theta_i |x_1^A - x_2^A|^2]$$

• The nugget $\delta_i(x)$ models the effects of inactive variables as random noise.

• The Emulators give the expectation $E[f_i(x)]$ and variance $\text{Var}(f_i(x))$ at point $x$ for each output $f_i(x)$. 
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- Want to determine the set of inputs that will give rise to an acceptable match between the model output and observed data on Galaxies in the real Universe.
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- Due to expert judgements we attempt to History Match Galform over 8 of the input parameters (while taking into account the possible effects of the remaining 9).
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- Due to expert judgements we attempt to History Match Galform over 8 of the input parameters (while taking into account the possible effects of the remaining 9).

- The input parameters and their initial ranges are:

  vhotdisk: 100 - 550  
aReheat: 0.2 - 1.2  
alphacool: 0.2 - 1.2  
vhotburst: 100 - 550  
epsilonStar: 0.001 - 0.1  
stabledisk: 0.65 - 0.95  
alphahot: 2 - 3.7  
yield: 0.02 - 0.05

  What values should I choose to get 'good' outputs?

- The other 9 parameters are: V CUT, Z CUT, alphastar, tau0mrg, fellip, fburst, FSMBH, epsilonSMBHEddington and tdisk.
• Galform provides multiple output data sets.
• Initially we only analyse the luminosity functions which give the number of galaxies per unit volume, for each luminosity.
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- Outputs chosen to be informative enough to allow us to cut down the parameter space, but simple enough to be emulated easily.
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- We represent the simulator (Galform) as a function, which maps the input parameters $x$ to the outputs $f(x)$.
- We use the “Best Input Approach”, where we assume there exists a value $x^*$ independent of the function $f$ such that the value of $f^* = f(x^*)$ summarises all the information the simulator conveys about the system.
- We then link the real system denoted by $y$ to the simulator by the equation:

$$y = f^* + \epsilon_{md},$$

where we define $\epsilon_{md}$ to be the model discrepancy and assume that $\epsilon_{md}$ is independent of $f, x^*$. (Here, and onwards, all probabilistic statements relate to the uncertainty judgements of the analyst.)
- Finally, we relate the true system $y$ to the observational data $z$ by,

$$z = y + \epsilon_{obs},$$

where $\epsilon_{obs}$ represent the observational errors.
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- **Design** Evaluate a space filling batch of runs of the model using a Latin Hypercube design.

- **Emulation** We build an emulator that mimics the behaviour of each of the 11 outputs of the Galform model, and is fast to evaluate.

- **Implausibility** Construct Implausibility Measures that describe which parts of the input space are unlikely to give rise to ‘acceptable’ fits between model output and observed data.

- **History Match** Discard from further analysis, regions of input space deemed Implausible.

- **Refocussing** Repeat above process, but now start with the non-implausible input volume.

- We will use Bayes Linear Analysis which treats expectation as primitive, and only requires specification of expectations, variances and covariances.
Design: Latin Hypercubes

- **Design** Construct a batch of runs of the model using a Latin Hypercube design:
Design: Latin Hypercubes

- **Design** Construct a batch of runs of the model using a Latin Hypercube design:

- We evaluated 1000 runs of the model for the first Wave.
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- For each of the 11 outputs we pick active variables $x^A$ then emulate univariately (at first) using:

$$f_i(x) = \sum_j \beta_{ij} g_{ij}(x^A) + u_i(x^A) + \delta_i(x)$$

- The $\sum_j \beta_{ij} g_{ij}(x^A)$ is a 3rd order polynomial in the active inputs.
- $u(x^A)$ is a Gaussian process.
- The nugget $\delta_i(x)$ models the effects of inactive variables as random noise.
- The $u_i(x^A)$ have covariance structure given by:

$$\text{Cov}(u_i(x_1^A), u_i(x_2^A)) = \sigma_i^2 \exp[-\theta_i |x_1^A - x_2^A|^2]$$

- The Emulators give the expectation $E[f_i(x)]$ and variance $\text{Var}(f_i(x))$ at point $x$ for each output given by $i = 1, .., 11$, and are fast to evaluate.
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Before calculating the implausibility we need to assess the Model Discrepancy and Measurement error.

Model Discrepancy \( MD = \text{Var}(\epsilon_{md}) = \Phi_{40} + \Phi_{9} + \Phi_{E} \)

- \( \Phi_{40} \): Discrepancy term due to choosing first 40 sub-volumes from full 512 sub-volumes. Assess this by repeating 100 runs but now choosing 40 random regions.

- \( \Phi_{9} \): As we have neglected 9 parameters (due to expert advice) we need to assess effect of this (by running latin hypercube design across all 17 parameters)

- \( \Phi_{E} \): Expert assessment of model discrepancy of full model with 17 parameters and using 512 sub-volumes

It is straightforward to find the multivariate expressions for \( \Phi_{40} \) and \( \Phi_{9} \), but \( \Phi_{E} \) requires more careful thought.
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The multivariate form for each of these quantities is straightforward(!) to calculate.
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We can now calculate the **Implausibility** at any input parameter point $x$ for each of the 11 outputs. This is given by:

$$I^2_{(i)}(x) = |E[f_i(x)] - z_i|^2 / (\text{Var}(f_i(x)) + MD + OE)$$

- $E[f_i(x)]$ and $\text{Var}(f_i(x))$ are the emulator expectation and variance.
- $z_i$ are the observed data and $MD$ and $OE$ are the (univariate) Model Discrepancy and Observational Errors.
- Large values of $I_{(i)}(x)$ imply that we are highly unlikely to obtain acceptable matches between model output and observed data at input $x$.
- We can combine the implausibilities across outputs by maximizing over outputs:

$$I_M(x) = \max_i I_{(i)}(x)$$

- We can then impose a cutoff $I_M(x) < 3$ in order to discard regions of input parameter space.
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Summary of Results

- We have completed Four Stages:

<table>
<thead>
<tr>
<th>Stage</th>
<th>No. Model Runs</th>
<th>No. Active Vars</th>
<th>Adjusted $R^2$</th>
<th>Space Remaining</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1</td>
<td>1000</td>
<td>5</td>
<td>0.58 - 0.90</td>
<td>8.0 %</td>
</tr>
<tr>
<td>Stage 2</td>
<td>1916</td>
<td>8</td>
<td>0.83 - 0.98</td>
<td>2.9 %</td>
</tr>
<tr>
<td>Stage 3</td>
<td>1487</td>
<td>8</td>
<td>0.79 - 0.99</td>
<td>1.2 %</td>
</tr>
<tr>
<td>Stage 4</td>
<td>2000</td>
<td>10</td>
<td>0.75 - 0.99</td>
<td>0.21 %</td>
</tr>
</tbody>
</table>

- In Stages 3 and 4 we used a Multivariate Implausibility measure to help reduce space further.
- In Stage 4 we included 2 more active input variables that had previously been inactive.
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Conclusions and Further Issues

- Have introduced the Bayes Linear methodology.
- We have discussed how to Emulate a complex physical model such as Galform using a Bayes Linear approach.
- Described the Implausibility measure and how to discard input space by imposing cutoffs on $I_M(x)$.
- Outlined the iterative procedure we used to perform History Matching via Implausibility.
- Have reduced the input parameter space to less than 0.12% of its original volume.
- (We now have a large set of ‘acceptable’ runs that can be analysed by the Cosmologists and used to explore other features of their model: already we have found good matches to additional data sets that the cosmologist have been unable to match for the last 7 years.)
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